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New Approach to Identifying Critical Initial
Conditions for Extreme Flood Simulations in
a Semicontinuous Simulation Framework
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Abstract: Extreme flood simulation with synthetic extreme precipitation events raises unavoidable questions about the choice of initial
conditions. State-of-the-art extreme flood estimation frameworks propose to address these questions with the help of semicontinuous mod-
eling and reanalysis of simulated state variables. In this context, the present work proposes a new method for the selection of initial conditions
for extreme flood simulation. The method is based on generating sets of initial conditions from the matrix of state variables corresponding to a
long simulation run of the selected hydrological model. Two sets of initial conditions are obtained: a deterministic set composed of selected
state variable quantiles and a stochastic set composed of state variable vectors randomly drawn from the complete state variable matrix.
The extreme flood simulations corresponding to both sets are compared in detail, and the stochastic simulations are used in a sensitivity
analysis to identify the dominant state variables and possible interactions. The aim hereby is to provide a tool to analyze the role of initial
conditions and the importance to account for state variable interactions in extreme flood estimation. The proposed method is applied to
probable maximum flood estimation for the Swiss Mattmark Dam catchment with a semilumped hydrological model. The obtained results
for this case study show that for high flood peak quantiles, the initial soil saturation is dominating other state variables, and deterministic
initial conditions are sufficient to generate extreme floods. DOI: 10.1061/(ASCE)HE.1943-5584.0001652. © 2018 American Society of
Civil Engineers.
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Introduction and Objectives

Engineers are frequently facing the difficult task of extreme flood
estimations. In dam construction, for instance, a widely used
concept for safety flood estimations is the probable maximum
precipitation—probable maximum flood (PMP-PMF) approach
(Swain et al. 2006; Nathan et al. 2001; Beauchamp et al. 2013;
Casas et al. 2011; Jothityangkoon et al. 2013; Lagos-Zufiiga and
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Vargas 2014; Salas et al. 2014; Haddad and Rahman 2016;
Brigode et al. 2015; Zeimetz et al. 2015; Zeimetz 2017). The
PMP is, according to the World Meteorological Organization
(WMO 2009), the “... theoretical maximum precipitation for a
given duration under modern meteorological conditions .
The PMF is defined as “... the theoretical maximum flood that
poses extremely serious threats to the flood control of a given
project in a design watershed. [It is] converted from the probable
maximum precipitation (PMP) over a design watershed.” (WMO
2009).

If the conversion from a synthetic PMP hyetograph to a PMF
hydrograph is undertaken with the help of hydrological simula-
tions, the model has to be initialized before simulating the a single
isolated PMP event. Here, the initialization of a hydrological model
is understood as the process of attributing certain initial values to
the state variables of the model.

Typical key state variables for simulations in Alpine catchments
are the snow height and the soil saturation, which evolve during the
simulations and depend on the model inputs as well as on the
parameters of the model. The model output (discharge) at a certain
moment directly depends on the state variables and on the meteoro-
logical model inputs. The initialization of the model becomes neg-
ligible after a certain simulation period (days to months, depending
on the timescale of simulated state variable dynamics). This period
is often called the model warm-up or spin-up. Because of the gen-
eral strong seasonality of hydrologic phenomena, such a warm-up
period will not result in some steady state but rather in time-varying
initial conditions during baseflow conditions (before a rainfall
event) during different seasons. Accordingly, it is readily under-
stood that the choice of the initial conditions considered for a
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hydrological simulation can have a high impact on the simulated
discharge (Hingray et al. 2009; Chen et al. 2016).

In this context, a semicontinuous simulation approach has been
proposed by Beauchamp et al. (2013) to address the choice of ap-
propriate model initial conditions. It consists in using a continuous
hydrological model to simulate a state variable time series based
on observed meteorological input data and deducing reasonable in-
itial values from these long-term simulations for event-based flood
simulations. This initialized continuous model is then used for the
simulation of an isolated precipitation event.

Building on the preceding idea of state variable initialization
with semicontinuous modeling, the objective of this paper is to
present a new method for the selection of initial conditions. The
overall goal is to determine whether one or a few state variables
dominate the simulated peak flow or whether extreme flood esti-
mation must account for complex interactions between the initial
conditions for many state variables. The key hereby is a sensitivity
analysis to quantify the influence of each state variable of a semi-
Iumped hydrological model with the possibility to account for in-
teractions between the variables. This approach stems from the field
of design of experiments and has been described by Box et al.
(1978); however, it has not yet found much usage in hydrology
despite the possibilities that it offers, as shown in this paper.

The proposed methodology is applied to a case study in the
Swiss Alps, PMP-PMF estimation for the Mattmark Dam catch-
ment. Despite linking the analysis to a case study, the applied meth-
odology is readily transposable to every catchment and continuous
hydrological modeling.

Methodology

In the context of semicontinuous modeling (Beauchamp et al.
2013), the number of simulations can be greatly reduced if the num-
ber of relevant state variables can be trimmed down to a minimum
number. The basic idea is that a state variable can be neglected if a
given range of corresponding initial conditions does not influence
the quantiles of the simulated discharge, i.e., if the information con-
tained in the quantiles of the initial conditions is lost. Such a loss
could occur because of an eventual important dependence between
the different state variables.

To investigate which state variables should be retained, the
present methodological framework proposes to analyze a set of
stochastic and deterministic initial conditions and to analyze their
influence on the variation interval of the model outcome using the
sensitivity analysis proposed by Box et al. (1978). Such an analysis
keeps the number of simulations low while still guaranteeing an
efficient sensitivity analysis through assessing the influence of all
variables at the same time.

Through a complete understanding of the importance of the dif-
ferent state variables in the model, an informed selection of state
variables and their values can be made, leading to a more efficient
extreme flood simulation approach. The goal of studying stochastic
and deterministic initial conditions in parallel is to analyze the in-
fluence of the initial conditions on the PMF estimate and to com-
pare the results of the stochastic and deterministic approaches, with
the aim of deciding whether the much faster deterministic approach
is sufficient.

Stochastic and Deterministic Initial Conditions

Both the stochastic and the deterministic initial conditions are
obtained from state variable values simulated during the longest
possible period, corresponding to the entire period of available
meteorological data. The simulated state variables for each spatial
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unit of the model are then weighted by the area of the modeling unit
to obtain a catchment-scale averaged state variable value; this
weighting arises because the hydrological state variables are typ-
ically expressed in terms of specific storage rather than in terms
of volume.

If required, the simulated set of weighted state variables is
divided into seasonal sets to focus the initial condition analysis only
on seasons for which extreme flow events can actually occur.
The stochastic approach is then based on a random selection of a
moment in time at which the simulated state variables are selected
as initial conditions for the extreme flow simulation.

For the present analysis, a set of 5,000 initial condition sets is
generated from the summer season (the details are described sub-
sequently). Once both sets of initial conditions are determined, the
sensitivity of extreme flows with respect to these initial conditions
is assessed by selecting a relevant extreme precipitation event
(e.g., a PMP event) and by simulating the corresponding model
response for each initialization. After the performance of these sim-
ulations, a quantile analysis is undertaken on the simulated flood
hydrograph ensemble to understand how the distribution of ex-
treme flows depends on the initial conditions. The resulting distri-
bution merely describes the sensitivity of the simulated flows with
respect to initial conditions, but that it does not allow estimating
return periods.

For the deterministic approach, we decided to choose a quantile
for each state variable and the corresponding state value. The
chosen quantile is the same for each state variable. The number
of required simulations corresponds to the chosen number of state
variable quantiles. The extreme flow simulations are then per-
formed by fixing the initial conditions to the corresponding quan-
tile values within the season of interest. For this study, the 0.25, 0.5,
and 0.95 quantiles are retained.

Sensitivity Analysis: Determination of the Effect of
Each State Variable

A sensitivity analysis of the state variables on the maximum dis-
charge is undertaken according to a method proposed by Box et al.
(1978, Chapter 10), called Factorial designs at two levels, which is
a method to design experiments to determine the effects of varia-
bles. This is an important step to understand the findings attribut-
able to the comparison of the results from the stochastic and
deterministic approaches. Furthermore, this step underlines the
strength and the usefulness of the sensitivity analysis proposed
by Box et al. (1978) to objectively choose between the two ap-
proaches for the determination of the initial conditions for semicon-
tinuous extreme flood simulations. This analysis allows the most
important state variables for the initialization of extreme flood sim-
ulations to be identified. Knowing the predominant state variables
also leads to better comprehension of the simulation results and
allows a more detailed analysis of the latter.

The key step of a two-level factorial design analysis following
Box et al. (1978) is the choice of a maximum and a minimum value
for each analyzed variable. Consequently, for N variables, the num-
ber of possible combinations is 2V. In the context of this study, this
means that with eight state variables (see “Glacier and Snowmelt—
Soil Contribution Hydrological Model”), 28 = 256 simulations are
performed to determine the main state variables [main effects in the
vocabulary of Box et al. (1978)] for the simulation of peak
discharges.

The sensitivity analysis is performed distinguishing between
three different quantile ranges. This is necessary to discretize the
analysis and to overcome the limitation of the two-level approach
accounting only for two values per variable. This discretization
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leads indirectly to an analysis with more than two levels. This makes
it possible to analyze whether the peak discharge sensitivity is
changing within a certain range of values. The quantiles that are
considered here as minimum and maximum values for the two-level
design are {0.05,0.25}, {0.40,0.60}, and {0.75,0.95}, derived from
the summer initial conditions (the season relevant for PMP events).
Hence, the number of simulations increases to 3 - 28 = 768.

Once the 2V (here, 28 = 256) simulations are performed for
each of the three quantile ranges, the influence of the different var-
iables on peak discharge simulation can be determined. The effects
of the different considered state variables are estimated, according
to Box et al. (1978) as follows:

E AjTR )
TONYLR
where AT = transposition of the design matrix with size

2V x [N 4 (N? — N)/2] containing 1 (to indicate the high level
value) and —1 (to indicate the low level value); N = number of
considered state variables; j = index of the state variable; R =
column vector containing the model outputs per simulation
run and has thus the dimensions 2V x 1; and i = index of the sim-
ulation run.

The approach considered for this analysis also accounts for two-
factor interactions. This means that, for example, the combined
effect of the soil saturation and the snow height can be analyzed.
The presence of the two-factor interactions in this analysis explains
the number of columns of the design matrix. The columns corre-
sponding to the interactions are derived by multiplying the columns
of the design matrix (containing 1 and —1) corresponding to the
state variables for which the interactions are considered to be in-
teresting. In this study, all two-factor interactions are considered.
This leads to (N> — N)/2 supplementary columns in the design
matrix. The generated matrix (with dimensions 256 x 36) is too
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Fig. 1. Flowchart of the GSM model. (Reprinted from Garcia
Hernandez et al. 2016, with permission.)

large to be represented in this paper. The construction is described
in detail in the work of Box et al. (1978).

Glacier and Snowmelt-Soil Contribution
Hydrological Model

For the present study, the glacier and snowmelt—soil contribution
(GSM-SOCONT) hydrological model is used. GSM-SOCONT
is a semilumped hydrological model composed of the nonglacial
SOCONT model and the extension to simulation of the GSM
model. Both models are briefly exposed here. A detailed descrip-
tion and the underlying equations are presented by Schaefli et al.
(2005), Schaefli and Huss (2011), and Jordan et al. (2012) and are
summarized in the work of Garcia Hernandez et al. (2016), includ-
ing a comprehensive flowchart. When using the GSM-SOCONT
model, the subdivision of the catchment into elevation bands must
be carried by distinguishing glacier and nonglacier areas. The GSM
model is then used for the glacier elevation bands and the SOCONT
model for the nonglacier bands. Fig. 1 shows a flowchart of the
GSM model; the flowchart of the SOCONT model is presented
in Fig. 2.

GSM Model

The inputs to the GSM model are precipitation and temperature
time series. The GSM model is composed of a snow model and
a glacier model. The snow model accounts for solid and liquid pre-
cipitation. The transition from liquid to solid is linear and depends
on the temperature and commonly happens for temperatures
between 0 and 2°C. Observed snow and rainfall observations an-
alyzed by Rohrer et al. (1994) confirm this hypothesis. A degree-
day approach has been used to compute snowmelt (Hock 2003).
If the critical saturation threshold of 6, = 0.1 is reached, meltwater
leaves the snow pack. The water contained in the snow pack
can refreeze in negative temperatures. The outflow from the snow
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Fig. 2. Flowchart of the SOCONT model. (Reprinted from Garcia
Hernandez et al. 2016, with permission.)
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pack (Q;) is simulated with two linear reservoirs: a fast reservoir
(part of the snow model), and a slow reservoir (part of the glacier
model). If the snow height is zero, the ice melt process starts.
The glacier outflow is simulated through a single linear reservoir.
The melt process is also simulated with a degree-day approach. The
total discharge (Q,,;) generated by the glacier model corresponds to
the sum of the snow (Q;) and glacier melt (Q,) discharges. The
state variables of the GSM model are the snow height, the snow
saturation, the glacier melt, and the snowmelt discharges.

SOCONT Model

The inputs to the SOCONT model are precipitation, temperature,
and potential evapotranspiration time series. The SOCONT model
has the same snow model as the GSM model. The water leaving the
snow model (snowmelt and liquid precipitation) is supposed to par-
tially infiltrate into the subsoil. One portion of the outflow from the
snow model is lost by evapotranspiration. The degree of infiltration
depends on the saturation of the subsoil. A linear reservoir is used
to simulate the outflow of the infiltrated water (Qsg3). The portion
of the water coming from snowmelt that does not infiltrate into
the subsoil (ine) is routed as surface runoff with the Storm Water
Management Model (SWMM). The total discharge (Q,,,) gener-
ated by the SOCONT model corresponds to the sum of the dis-
charge leaving the soil model (Qggr3) and the surface runoff (Q,).
The state variables of the SOCONT model are the snow height, the
snow saturation, the soil saturation, and the runoff height.

Case Study of the Mattmark Dam Catchment

To illustrate the application of the proposed method for the analysis
of initial conditions for extreme flow simulation, the selected case
study is PMP—PMF simulation for the Mattmark Dam, situated in
the southern Swiss Alps (Fig. 3), for which the lake inflow and lake
levels are simulated with the GSM-SOCONT model. Around 28%
(10 km?) of the entire catchment area (36 km?) is covered by
glaciers. The basin goes from 2,197 m above sea level (ASL) to
3,920 m ASL. Because of the small size of the study catchment,
the hydrological model used for this study does not take into
account river routing. The water captured by seven lateral intakes
(Fig. 3) is adducted through a collector to the reservoir. The
collector has a capacity of 16 m?/s.

For this case study, PMP data was extracted from the Swiss
PMP maps (Hertig et al. 2005; Hertig and Fallot 2009). These
maps had been developed during a 15-year research project with
a meteorological model considering temperature, wind speed,
and topography. The validity of the generated PMP maps was as-
sessed through a comparison of the PMP values at different loca-
tions with extrapolated observed precipitation data by calculating
the ratio between the 500-year precipitation and the PMP data at
the location of the meteorological station (Hertig and Fallot 2009).
For the PMP-PMF simulations, a 3-h PMP was chosen for illus-
tration purposes. The mean intensity of this precipitation event was
94 mm/h for the examined region.

The determination of the stochastic and deterministic initial con-
ditions for the PMP—PMEF simulations was based on the matrix of
state variable time series simulated with an hourly time step for a
period of 14 years (1980-1994). A set of 15 meteorological stations
with hourly data provided by MeteoSwiss (n.d.) was used as model
input. The available data period, although relatively short, covers a
wide range of hydrological conditions, with very snow-rich winters
in the early 1980s and snow-poor winters in the early 1990s. All
dominant hydrological processes encoded in the model are trig-
gered numerous times every year.
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Fig. 3. Catchment of the Mattmark Dam with indication of the
subdivision into elevation bands and situation of the dam on a map
of Switzerland. (Reprinted from Zeimetz 2017.)

Because the PMP maps are valid for the summer season (June to
August) only, the initial conditions were derived from the simula-
tions corresponding to the three summer months. For the stochastic
initial conditions, the sample of 5,000 randomly chosen time steps
(from a period of 14 summers) corresponds, on average, to a se-
lected time step every 6 h.

The height of the 0°C isothermal altitude has been fixed at H =
4,780 m ASL, according to the maximum observed isothermal al-
titude before a 3-h rainfall event in the southern part of the Alps
(Zeimetz et al. 2017). The temperature conditions are thus high
enough to avoid snowfall during the PMP event.

Because the Mattmark catchment is modeled with the semi-
lumped GSM-SOCONT hydrological model, a subdivision in
elevation bands has to be performed. An elevation interval of
300 m is used here for these bands. The determination of the eleva-
tion bands is based on a digital elevation model with a horizontal
resolution of 25 m [modele numérique de terrain horizontal reso-
Iution of 25m (MNT25) published in 2004 by Swisstopo (Federal
Office of Topography 2004)]. The catchment and the subdivision in
elevation bands are shown in Fig. 3.

The state variable values used for the present study are extracted
from hourly GSM-SOCONT simulations from October 1995 to
November 2009 on the Mattmark Dam catchment. The eight state
variables are snow height, snow saturation, soil saturation, and run-
off height (depth of the surface runoff model) for the nonglacier
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Table 1. Performance coefficients for the calibration and validation
periods of the hydrological model

Period Nash-Sutcliffe Kling-Gupta Volume ratio
Calibration 0.89 0.94 0.99
Validation 0.90 0.86 0.91

elevation bands, and snow height, snow saturation, glacier dis-
charge, and snowmelt for the glacier elevation bands.

Calibration and Validation of the Hydrological Model

For the calibration and validation of the model, the meteorological
data set has been divided into two sets of 7 years of precipitation and
temperature data, and the first half was used for calibration (1995—
2001) and the second half for validation (2002-2009). The rainfall-
runoff model was calibrated automatically with the shuffled complex
evolution algorithm developed at The University of Arizona (SCE-
UA) algorithm (Duan et al. 1993, 1994) using the Nash-Sutcliffe
(NS) (Nash and Sutcliffe 1970) and the Kling-Gupta (KG) (Gupta
et al. 2009) efficiency as well as the volume ratio (V) (simulated
volume/observed volume) combined in a single objective function
F=NS+2:-KG—(V—1), which has to be maximized [further
details on the model calibration are available in the work of Zeimetz
(2017)]. The performance during the validation period was also as-
sessed with the KG (Gupta et al. 2009) efficiency and with the vol-
ume ratio (simulated volume/observed volume). For the calibration
and the validation periods, the model gave good results (Table 1).

Results and Discussion

Generated State Variable Values and Determined Initial
Conditions Used for the Flood Simulations

Hereafter, the values for the initial conditions, on which the PMF
estimates have been based, are explained and represented for the

0.28 t—
0.2

0.1

four seasons of the year for exhaustivity reasons. However, for
the initialization of the PMP-PMF simulation, it was assumed that
the PMF could only occur during summer (Hertig and Fallot 2009).

Stochastic Approach

Because it is not possible to represent the 5,000 generated initial
conditions sets, the representation of the evolution of the state var-
iables during the 14 years of simulation is used to illustrate the state
variable time series on which the initial condition generator is
based. The state variable evolutions are shown in Fig. 4, which
shows the variation quantiles derived from the ensemble of the
mean simulated state variable values. The mean value was obtained
by weighting the values of each elevation band by the area of the
latter (“Stochastic and Deterministic Initial Conditions”).

Deterministic Approach

For the deterministic approach, the values of the state variables
retained as initial conditions for the PMP-PMF simulations are
derived from the empirical cumulative density functions shown
on Fig. 5. As for the stochastic approach, they are derived from
the 14 years of simulated data. Table 2 reports the values for the
25, 50, and 95% quantiles for summer. The initial state variable
values retained for the sensitivity analysis are provided in Table 3.

Flood Simulation Results

To compare the results of the two approaches (stochastic and deter-
ministic), the 25, 50, and 95% quantiles have been derived from the
discharge ensemble simulations and represented together with the
prediction intervals for the 5,000 stochastically generated scenar-
ios. These quantile hydrographs were then compared with the sim-
ulation results of the deterministic approach. For the comparison,
the results of the two approaches were superposed (Fig. 6). The
gray shaded distribution represents the variation of the discharges
at each time step owing to the different initial conditions (5,000
scenarios).

The results indicate a high sensitivity of the hydrograph to
the initial conditions. The pronounced sensitivity confirms the

- H. [m]

"

0 L B T T
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I °°7 I 957 I 007 I 757 I 507 I 25% I 10% [ 5%
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Fig. 4. Evolution over time with variation interval of the eight state variables of the GSM-SOCONT model, i.e., soil saturation H g3, runoff height
H,, snow height H, snow height on glacier H, ;, snow saturation 6, snow on glacier saturation 6, glacier melt Q, snowmelt on glacier Q,.

(Reprinted from Zeimetz 2017.)
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Fig. 5. Seasonal cumulative density functions of the state variables of the GSM-SOCONT model, i.e., soil saturation H g3, runoff height H,, snow
height H,, snow height on glacier H ,;, snow saturation 6, snow on glacier saturation 6, glacier melt Q,, snowmelt on glacier Q. (Reprinted from

Zeimetz 2017.)

Table 2. Summer state variable values for the 25, 50, and 95% quantiles
considered for the hydrological model initialization

Region State variable ~ Symbol  25% 50%  95%  Unit
Nonglacial ~ Snow height Hy 0 0.002 0364 m
Snow saturation 0 0 0.009 0.083 m
Runoff height H, 0.0006 0.0014 0.008 m
Soil saturation Hgrz  0.050 0.081 0.154 m
Glacial Snow height H;, 0.018 0.104 0570 m
Snow saturation Oy 0.015 0.046 0.101 m

Glacier melt Oy 0.012 0299 0932 m’/s

Snowmelt QO 0.036 0.182 1441 m¥/s

importance of the choice of the initial conditions for extreme flood
estimations.

It is interesting to notice that the deterministic approach gives
result quantiles that, when compared to the quantiles derived from
the stochastic approach, are nearly identical. This result can be ex-
plained through the sensitivity analysis, showing the influence of
every initial state variable value on the peak discharges.

Results and Discussion of the Sensitivity Analysis

The estimated effects are plotted to visualize the effect for each
variable (Fig. 7); the most significant interactions are plotted as
well. Under the assumed summer conditions, the soil saturation is
the most important state variable for low and high quantile values.
The influence of snow height is also important when median values
are chosen. However, the small snow height (Table 2) makes the
absolute influence rather negligible in the case of Mattmark.
Because the 75 and 95% quantile hydrographs are mainly

influenced by a single state variable explains the good correspon-
dence between the results of the deterministic and stochastic ap-
proaches. The estimates of the median hydrograph from the two
approaches are less similar.

The sensitivity analysis indicates an important influence of two
state variables, i.e., soil saturation and snow height. The fact that
these state variables interact leads to the differences between the
stochastic and the deterministic approach (which neglects the
dependence/interaction) that can be observed in Fig. 6.

An interesting result is that the snow effects are negative for
high quantile values. This means that the snow is actually attenu-
ating the peak discharge. This results from the retention of a part
of the precipitation in the initially unsaturated snow (Table 3)
that remains after the precipitation event. It should be remembered
here that the water holding capacity of the snow is reached for
0=0.1.

Notice that the effect analysis shows that the initial conditions of
the glacier bands do not have much influence on the peak dis-
charge. A reflection on the origin of the glacier discharge can
clarify this issue. In fact, the glacier discharge is generated by a
snow and glacier melt model. The initial conditions of the glacier
melt model only concern its initial melt outflow. The melting of the
glacier and the snow is modeled by a degree-day approach and de-
pends only on temperature. The rainfall-runoff transformation of
rainfall falling on the glacier is thus not influenced by the initial
conditions of the glacier bands. Whereas in the case of nonglacier
bands, rainfall-runoff transformation is influenced by the initial sat-
uration of the soil. The soil has the ability to retain a part of the
water and releases it slowly as baseflow, which leads to an attenu-
ating of the discharge. The initial snow cover on the glacier and on
the nonglacier bands can be seen as a water volume added to the
water coming from rainfall. Under the assumption that the snow is

Table 3. Summer state variable values for the quantiles considered for the hydrological model initialization in the context of the sensitivity analysis

Range 1 Range 2 Range 3

Region State variable Symbol 5% 25% 40% 60% 75% 95% Unit
Nonglacial Snow height Hy 0 0 0 0.022 0.120 0.360 m
Snow saturation 0 0 0 0 0.026 0.05 0.083 m
Runoff height H, 0.0002 0.0006 0.001 0.002 0.004 0.008 m
Soil saturation Hgrs 0.027 0.050 0.066 0.094 0.115 0.154 m
Glacial Snow height H, g 0 0.018 0.0.056 0.16 0.260 0.570 m
Snow saturation 1 0 0.015 0.029 0.054 0.091 0.100 m

Glacier melt Qg 0 0.012 0.055 0.423 0.586 0.932 m?/s

Snowmelt o} 0 0.036 0.115 0.279 0.559 1.440 m3/s
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Fig. 6. Superposition of the hydrographs derived from the stochastic
and deterministic approach as well as the prediction intervals (shaded in
gray) derived from the stochastic approach. (Reprinted from Zeimetz
2017.)

saturated or completely melts during the precipitation event, it has
no capacity of storing the precipitated water and thus of reducing
the routed water amount.

The case of a nonsaturated snow has already been discussed.
The sensitivity analysis shows that the reduction of the discharge
due to the snow is rather small and occurs only if the initial snow
cover is high. For these reasons, the influence on the peak discharge
of nonglacier bands is higher than the influence of the glacier
bands.

This case study did not allow to satisfactorily address the issue
of the interactions. In catchments where the snow pack is remaining
longer than is the case for this analysis, the interaction between the
snow and the soil saturation cannot be neglected. In the present
study, the snow cover was too small to generate significant inter-
action effects. If interactions have a non-negligible influence on the
model output, the dependence between the variables should be con-
sidered. Thus, the deterministic approach would certainly not be a
reliable approach for extreme flood estimation, because it cannot
account for the variable dependence. The stochastic initial condi-
tion generator would be a better solution in that case. To determine
which approach is best, a sensitivity analysis should be performed
if the predominance of a single state variable cannot be assumed a
priori.
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Conclusions

This paper proposed a new method for the selection of initial
conditions in the context of extreme flood estimation based on
semicontinuous simulation. The method relies on two steps:
(1) comparison of simulated extreme floods obtained from deter-
ministic initial conditions and from stochastic initial conditions;
and (2) a sensitivity analysis to understand differences between
the deterministic and the stochastic simulations and to identify
dominant state variables and their interactions. All initial conditions
are obtained from an analysis of the state variables corresponding to
a long run of the selected hydrological model. For the deterministic
case, the set of initial conditions corresponds to selected quantiles
(0.25, 0.5, and 0.95); for the stochastic case, the set of initial con-
ditions is obtained by randomly sampling a high number of time
steps of the available simulation and retaining the corresponding
state variable values as initial conditions. Comparing the simula-
tions from both sets of initial conditions sheds light on the inter-
actions between state variables (which are neglected in the
deterministic case). The ensuing sensitivity analysis on the set
of stochastic simulations allows identifying dominant state varia-
bles and interactions and ultimately deciding which state variables
to retain for extreme flood estimation.

The relevance of this work lies in this proposed framework to
determine how to account for the initial conditions of several, po-
tentially interacting, state variables. As illustrated for the Mattmark
case study in Switzerland, the method helps identify the dominant
state variables (in this case, soil saturation, followed by snow
height) and possible interactions (negligible in the discussed exam-
ple). Such a result is key in identifying the relevant state variables
for extreme flood simulation, namely, to decide whether a few
deterministic simulations can give good extreme flood estimations
or whether a range of stochastic simulations is required to account
for complex state variable interactions. In the case study, a single
state variable (soil saturation) dominates the model response for
high summer flows; accordingly, a probable maximum flood can
be estimated by selecting an adverse initial condition (e.g., 90%
saturation) for this state variable.

Any flood estimation project based on hydrologic modeling
needs to have a strong focus on the analysis and on the choice
of case study—specific initial conditions. A well-designed sensitiv-
ity analysis, like the one proposed in this paper, can add precious
information to this process. If the sensitivity analysis shows that the
dominant state variables are interacting (i.e., that the simulated ex-
treme flood does not linearly depend on each of them), a stochastic

B8 5-25 % 1C
0D 40-60 % 1C
N§75-95 % 1C

Fig. 7. Relative effects on the PMF peak discharge of the initial state variables of the GSM-SOCONT model, i.e., soil saturation H g3, runoff height
H,, snow height H, snow height on glacier H, ;;, snow saturation ¢, snow on glacier saturation 6, glacier melt Q ;, snowmelt on glacier Q; as well as
the effect of the interaction between the snow height and the saturation for glacial and nonglacial zones. (Reprinted from Zeimetz 2017.)
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approach should be preferred for extreme flood estimation. If, in
exchange, the sensitivity analysis shows that one or a few state var-
iables are dominant with negligible interactions, extreme flood sim-
ulation can safely rely on a small set of selected initial conditions.
In either case, the detailed sensitivity analysis forms the basis of an
informed and readily understood choice of the initial conditions,
which is key for communicating, e.g., with agencies in charge
of dam security. Furthermore, for a given model, the conclusions
from such an initial condition analysis are transferable across catch-
ments with the same dominant hydrological processes.
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Notation

The following symbols are used in this paper:
A = design matrix;
E = relative effect matrix;
H ;g3 = soil saturation (mm);
H, = runoff height (mm);
H, = snowpack depth (mm) (water equivalent);
i = index of the simulation run;
j = index of the state variable;
N = number of considered state variables;
Q, = glacier melt (mm d~');
Q, = snowmelt (mm d~');
R = column vector containing the model outputs per
simulation run;
T = operation of matrix transposition; and
0= snow saturation.
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